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A prohibited items identification approach based on 
semantic segmentation 
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Deep learning (DL) based semantic segmentation methods can extract object information including category, location 

and shape. In this paper, the identification of prohibited items is regarded as a task of semantic segmentation, and pro-

poses a universal model with automatic identification of prohibited items. This model has two improvements based on 

the general semantic segmentation network. Firstly, the N-type encoding structure is applied to enlarge the receptive 

field of the network aiming at reducing the misclassification. Secondly, consider the lack of surface texture in X-ray 

security images. Inspired by feature reuse in Densenet, shallow semantic information is reused to improve the seg-

mentation accuracy. With the use of this model, when using input images of size 512×512, we could achieve 0.783 

mean intersection over union (mIoU) for a seven-class object recognition problem. 
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Security inspection is an important means to protect pub-

lic space from various security threats. Modern cities 

face all kinds of crowded occasions that have put for-

ward higher requirements for security inspection. People 

want to identify prohibited items quickly, automatically 

and accurately[1]. But at present, the identification of 

prohibited items mainly depends on the security person-

nel's observation of X-ray security images. Security per-

sonnel have to work long hours and are under great 

pressure. Their judgment might be influenced that result 

in frequent missed inspections, which seriously affects 

the security of public space. In recent years, the deep 

learning based convolutional neural network[2] has per-

formed well in image processing and visual understand-

ing. Object recognition capability for conventional im-

ages has reached a practical level. Therefore, it is mean-

ingful to use a convolutional neural network to realize 

the automatic identification of prohibited items to im-

prove the present situation of security inspection.  

Object recognition is the core of the automatic identi-

fication of the prohibited items model. There are typi-

cally three types of object recognition methods based on 

deep learning. The first one works on the image level 

which produces a score for each class indicating its 

presence or absence. The second one instead works on 

the object level and produces a bounding box as well as a 

class label for each object individually[3,4]. The third one 

works on the pixel level, grouping pixels according to 

the different semantic meanings expressed in the image, 

such as Fully Convolutional Networks (FCN), U-Net, 

Pyramid Scene Parsing Network (PSPNet)[3,5,6], etc. At 

present, the research on prohibited items identification 

mainly focuses on the second method (object level). 

However, little research has been done on the subject of 

prohibited items identification based on semantic seg-

mentation method (pixel level). 

In this paper, we design a general semantic segmenta-

tion model for prohibited items identification in X-ray 

security images, which is illustrated in Fig.1. On the one 

hand, compared with the identification method of object 

level, our model provides information on the category, 

location and shape of prohibited items, which constitute 

the core of what security personnel concerns. On the other 

hand, our experiments show that the basic semantic seg-

mentation network does not perform well in our X-ray 

security images datasets so that it cannot be applied di-

rectly. Therefore, two modifications are carried out in 

our model to improve the identification results. (1) This 

model adopts the N-type encoding structure which is 

composed of down-sampling in two stages and one-stage 

up-sampling (Because the model contains two up-sampling, 

here refers specifically to the up-sampling in the N-type 

encoding. shown as Fig.2). Down-sampling in two stages 

will increase the pooling times. However, while pooling 
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enlarges the receptive field of the network, the image de-

tails are lost along with the decrease of resolution which is 

not conducive to the recovery of the feature map. So we 

insert the one-stage up-sampling in the middle of the 

down-sampling in two stages. In this way, the model bal-

ances the need to enlarge the receptive field and to recover 

the feature map while reducing misclassification. (2)  

Because of the lack of surface texture in X-ray security 

images, the shallow semantic information is more impor-

tant in the improvement of the segmentation accuracy. 

Inspired by feature reuse in DenseNet[7], we fuse the shal-

low semantic information in both up-sampling processes. 

The experiments below have proved that the two im-

provements we proposed are feasible and effective. 
 

 

Fig.1 The prohibited items identification model 

 
The main contributions of this paper are as follows: (1) 

We propose a model for prohibited items identification 

in X-ray security images based on semantic segmentation 

technology. (2) N-type encoding structure and feature 

reuse strategies are introduced to the semantic segmenta-

tion to improve the segmentation results. (3) We have 

achieved state-of-the-art performance on the X-ray secu-

rity images datasets. 

In the past years, deep learning based semantic seg-

mentation methods have provided state-of-the-art per-

formance. Long et al[3] proposed full convolutional neu-

ral network for the first time in 2014, which realized the 

segmentation task of images for any size and improved 

the segmentation efficiency. In 2015, the birth of U-Net[5] 

and SegNet[8] marked that encoding and decoding struc-

ture became the mainstream of semantic segmentation 

network. In the same year dilated convolutions[9] pro-

vided a new strategy for the network to enlarge the re-

ceptive field, and the performance was excellent. In 2016, 

Zhao et al[6] proposed the PSPNet, in the following year, 

DeepLabv3[10] came out. What these models have in 

common is that they fuse information at different scales 

to improve the segmentation accuracy of the network. In 

2018, Chen et al[11] introduced Decoder and Xception on 

the basis of DeepLabv3 to improve network performance 

and proposed DeepLabv3 plus. Since 2019, real -time 

semantic segmentation has become the focus of research 

gradually, with Lightweight Encoder-Decoder Network 

(LEDNet), Efficient Symmetric Network (ESNet)[12,13] 

and other networks constantly proposed. And these net-

works aim to balance the accuracy and speed of the net-

work. 

In the field of prohibited items identification, most re-

searchers focus on the method of object detection. Wei et 

al[14] proposed the method of multi-task-transfer learning 

on the basis of Single Shot MultiBox Detector (SSD) to 

solve the problem for few positive samples of X-ray se-

curity images. Xu et al[15] adopt k-fold cross validation 

method to preprocess the dataset and then change the 

skip structure to dense connection. Meanwhile, replace 

the Non Maximum Suppression (NMS) algorithm in You 

Only Look Once (version3) (YOLOv3) with soft-NMS. 

All kinds of technical improvements are to improve the 

prohibited items detection accuracy. However, few re-

searchers put their focus on the method about image 

segmentation. Yang et al[16] introduced the attention 

mechanism to extract the regions of prohibited items in 

the image, segmenting the target regions afterwards (in 

2018). But the segmentation accuracy of this method is 

not well. After that, An et al[17] added channel attention 

module on the basis of DeepLab v3+ to improve the 

segmentation results, which is the first use case of se-

mantic segmentation in the identification of prohibited 

items (in 2019). 

The prohibited items identification network proposed 

in this paper is based on an encoder-decoder style archi-

tecture commonly used in image segmentation. For the 

convenience of training, we choose the general semantic 

segmentation network with fewer parameters as the basic 

framework of the model. At the same time, in view of the 
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misclassification and poor accuracy of segmentation 

network, we made the following improvements in en-

coding and decoding. 

In this paper, we propose an N-type encoding structure, 

which is different from traditional encoders. It is com-

posed of down-sampling in two stages and one-stage 

up-sampling. The encoder is shown in Fig.2. Here we 

use Visual Geometry Group Network (16 layers) 

(VGG16) as the framework to complete the task of 

down-sampling at single stage, which realize extracting 

semantic information and shrinking the size of feature 

map. As a result, down-sampling of two stages consist 

eight pooling operations totally. Pooling enlarges the 

receptive field of network, but it is not conducive to the 

size recovery of feature map. 

 

 

Fig.2 N-type encoding structure 
 

We insert the one-stage up-sampling in the middle of 

the down-sampling in two stages. Meanwhile, inspired 

by the U-Net structure, we adopt the step by step 

up-sampling to fuse the semantic information extracted 

from first stage down-sampling. Ablation experiments 

prove all of these strategies help the feature map recover 

better ((U-Net & Deep-unet) vs OurNet). After the 

one-stage up-sampling, we carry out the second stage of 

down-sampling. In this stage, we retain the same convo-

lution, pooling, and nonlinearization operations as the 

first stage down-sampling (VGG16).  

At the end of encoding, the decoder generates a seg-

mentation image of the same size as the input image by 

up-sampling. In this part, we focus on the selection of 

up-sampling methods and the reuse of shallow semantic 

information. 

In FCN[3], authors use deconvolution to complete the 

task of up-sampling, but later research shows that this 

method is easy to produce checkerboard artifacts. We 

adopt bilinear interpolation combined with convolution 

to restore the size of feature maps. Compared with de-

convolution, bilinear interpolation does not need to be 

learned. It runs fast and has simple operation. Just set the 

fixed parameter value, which is the coefficient that the 

center value needs to be multiplied.  

In addition, there are two main characteristics of X-ray 

security images. The first is that the image color is mo-

notonous. The second is the lack of surface texture. 

When judging the content of X-ray security images, the 

security personnel mainly depends on the contour infor-

mation and color information of the object. What means 

that the low level semantic information plays a more 

important role in image recognition. For neural networks, 

the main task of shallow networks is to extract the con-

tour of the object and some shallow semantic informa-

tion. In the decoder, we use the shallow semantic infor-

mation for the second time (feature reuse). Copying these 

and splice with the feature maps of the up-sampling to 

form thicker features. From the test results, it can be seen 

that the reuse of shallow semantic information can im-

prove the segmentation accuracy of X-ray security im-

ages. Analysis of the reasons, in our network, each layer 

of the shallow network not only accepts the supervision 

from loss function in the original network, but also be-

cause there are connections between shallow network 

and decoder (shown as Fig.3), the supervision of the 

network is diverse. The advantages of deep supervision 

have been proved in Densenet[7]. 

 

  
Fig.3 Double supervision 

 

In this section, our datasets built by the laboratory are 

first introduced. After that, we perform a series of contrast 

experiments to prove the effectiveness of this model. Fi-

nally, we select the best model through carrying out some 

ablation studies. The experimental results indicate that our 

model could achieve state-of-the-art performance. 

 

 

Fig.4 Examples of images in datasets 
 

At present, there is no public datasets of X-ray security 

images based on semantic segmentation task. Using the 

equipment in the laboratory, we collected the X-ray secu-

rity images and labeled all of them. There are 1 883 im-

ages in total. The size of each image is 512×512, before 

the experiment, we set the proportion of the training set 

to the test set to be 8:2 (Empirical reference value). In 

our datasets, there are 7 pixel-level labels, which include 
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gun, knife, power bank, lighter, fork, pliers and scissors. 

The examples of the datasets are shown in Fig.4. In the 

process of image collection, we randomly stack items in 

the baggage to simulate the actual security inspection 

scene as much as possible. In addition, because the scale 

of the datasets is still small. We do some data augmenta-

tion operations, such as flip, rotate, scale, Gaussian Blur 

and so on. (The following experiments were performed 

on the same dataset.) 

In order to test the segmentation performance of this 

model, we do three groups of contrast experiments. 

Firstly, our model is compared with FCN8s (model pub-

lished in 2014). Secondly, this model compared with 

PSPNet (model published in 2016). Thirdly, our network 

is compared with An’s[17] model (model published in 

2019). At the same time, all models are retrained in our 

datasets for a fair comparison. And these models are 

trained on a single NVIDIA 1080Ti GPU. We set the 

initial learning rate to 0.000 1. The epoch is set to 100. 

Using the pixel accuracy (PA) and the mean intersection 

over union (mIoU) as the measurement to evaluate the 

identification performance. Our experimental results are 

shown in Tab.1. 

 

Tab.1 The accuracies of different methods 

Models molU Time Fps 

ENet 51.131 7 ms 128.7 
FCN8s 60.521 60 ms 16.6 

PSPNet 70.400 76 ms 13.1 

DeepLabv3 71.087 81 ms 12.3 

An’s model 74.500 280 ms 3.6 

OurNet 78.267 39 ms 25.3 

 
Combined with Tab.1, it can be seen that on the index 

of mean intersection over union (mIoU), there are large 

differences among several models. The score of Enet is 

51.131, FCN8s is 61.521, PSPNet is 70.400, DeepLabv3 

is 71.087, and An's model is 74.500. Compared to these 

models, our network get the best score of 78.267. Ob-

serving the final result (Fig.5), PSPNet and An’s model 

are also good at the identification of power bank and gun. 

However, they have poor performance in the identifica-

tion of prohibited items with small size, such as lighter 

and fork. Compared with all above models, our model 

could get more accurate segmentation results whatever 

the object is big or small. In addition, to show the speed 

of these models. We added two parameters, Time to 

process one picture (Time) and Frame per second (Fps). 

The results of Tab.1 show that real-time semantic seg-

mentation network (ENet) get the best performance. It 

only takes 7 ms to process one picture, our network 

needs 39 ms to do the same operation. However, the 

segmentation result of ENet is poor. The score of mIoU 

is only 51.131, while ours is 72.267. 

In this section, we test the different structures of the 

network to verify the effectiveness of the two modifica-

tions for this model. At the same time, in order to have a 

fair comparison. These ablation experiments performed 

the same training strategies as the contrast experiments 

(single NVIDIA 1080Ti GPU, lr= 0.0001, epochs=100). 

Our experimental results are listed in Tab.2. 

 

 

Fig.5 Results of contrast experiment 
 

Tab.2 The accuracies of different structures 

Models molU Time Fps 

U-Net 64.886 28 ms 34.8 
LadderNet+ 65.920 39 ms 25.3 

Deep-unet 67.780 48 ms 20.7 

OurNet 78.267 39 ms 25.3 

 
First of all, our encoding structure is similar to U-Net. 

We did the first group of ablation experiment. As can be 

seen from Tab.2, compared with U-Net (mIoU:64.886), 

our network could improve performance by 20.62%. 

Moreover, Adding operation of up-sampling during en-

coding process which is our first strategy to improve the 

performance of identification. To verify it, we cancel the 

one-stage up-sampling but keep the down-sampling of two 

stages, so that the network depth reaches 30 layers (call it 

Deep-unet (mIoU:67.780)). Experimental results show 

that our strategy can improve performance by 15.47%. 

Finally, in order to prove that reusing the shallow features 

of this network can improve the segmentation accuracy. 

We change the feature layer of fusion in decoding, and 

turn to fuse the deep semantic information of this network. 

It's similar to LadderNet after the structural change (call it 

LadderNet+ (mIoU:65.920)). Compared with it, the results
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in the Tab.2 show that our network can increase perform-

ance by 18.73%.  

Our network takes 39 ms to process one picture, 

U-Net only need 28 ms to do the same operation. It can 

be seen from Tab.2 that our network sacrifices a certain 

running speed to obtain a high segmentation accuracy. 

The above experimental results are shown in Fig.6. 

 

 

Fig.6 Results of ablation experiment 
 

In this paper, we propose a semantic segmentation 

method, for the identification of prohibited items in the 

X-ray security images. However, semantic segmentation 

technology is facing two main problems: misclassifica-

tion and poor segmentation accuracy. For this reason, we 

design an N-type encoder to enlarge the receptive field of 

network to reduce misclassification. Combined with the 

characteristic of the lack of surface texture in X-ray se-

curity images. We adopt a strategy for reusing shallow 

features to improve the accuracy of model segmentation. 

To sum up, on the one hand, our network could get the 

state-of-the-art performance, which we can get this con-

clusion from the above experimental results. On the other 

hand, from the perspective of application field. little re-

search has been done on the subject of prohibited items 

identification based on semantic segmentation. We hope 

our work can promote the development of intelligent 

security inspection, so as to improve the status quo of 

security inspection. 
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